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Figure 1. By implicitly decomposing a single image into its style and content representation captured by B-LoRA, we can perform high
quality style-content mixing and even swapping the style and content between two stylized images.©The painting on the left is by Judith
Kondor Mochary.

Abstract

Image stylization involves manipulating the visual ap-
pearance and texture (style) of an image while preserving its
underlying objects, structures, and concepts (content). The
separation of style and content is essential for manipulating
the image’s style independently from its content, ensuring
a harmonious and visually pleasing result. Achieving this
separation requires a deep understanding of both the visual
and semantic characteristics of images, often necessitating
the training of specialized models or employing heavy opti-
mization. In this paper, we introduce B-LoRA, a method that
leverages LoRA (Low-Rank Adaptation) to implicitly sepa-
rate the style and content components of a single image,
facilitating various image stylization tasks. By analyzing
the architecture of SDXL combined with LoRA, we find that
jointly learning the LoRA weights of two specific blocks (re-
ferred to as B-LoRAs) achieves style-content separation that
cannot be achieved by training each B-LoRA independently.
Consolidating the training into only two blocks and sepa-
rating style and content allows for significantly improving
style manipulation and overcoming overfitting issues often
associated with model fine-tuning. Once trained, the two
B-LoRAs can be used as independent components to allow
various image stylization tasks, including image style trans-
fer, text-based image stylization, consistent style generation,
and style-content mixing.

1. Introduction

Image stylization is a well-established task in computer
vision, and has been actively researched for many years
[17, 23]. This task involves changing the style of an image
following some style reference, which can be text-based or
image-based while preserving its content. Content refers to
the semantic information and structure of the image, while
style often refers to visual features and patterns such as col-
ors and textures [49]. Image style manipulation is a highly
challenging task, since style and content are strongly con-
nected, leading to an inherent trade-off between style trans-
formation and content preservation. On the other hand,
many style manipulation tasks require a clear separation be-
tween style and content within an image.

In this paper, we present B-LoRA, a method for style-
content separation of any given image. Our method distills
the style and content from a single image to support various
style manipulation applications.

In the realm of recent advancements in large language-
vision models, existing approaches utilize the strong visual-
semantic priors embedded within these models to facili-
tate style manipulation tasks. Common techniques involve
fine-tuning a pre-trained text-to-image model to account
for a new style or content [4, 20, 25, 45]. However, fine-
tuned models often suffer from the inherent trade-off be-
tween style transformation and content preservation as they
are prone to over-fitting. Unlike these methods, we unify
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Figure 2. Examples of image stylization generated with our approach. The content image is shown on the left. We show here three results
of image style transfer based on a reference style, one (on the right) based on a guiding text prompt. Note that our method requires only a
single image, and preserves the image’s content and structure well while applying the desired style.

the learning of style and content components by separating
them per image (see Figure 1). This separation is performed
by fitting a light-weight adapter (B-LoRA) that is less prone
to over-fitting issues, and enables task flexibility, allowing
for both text-based and reference style image conditions.

Our method utilizes LoRA (Low Rank Adaptation) [25],
which has emerged as a popular approach due to its high-
quality results and space-time efficiency. LoRA incorpo-
rates optimizing external low-rank weight matrices for the
attention layers of the base model, while the pretrained
model weights remain “frozen”. After training, these matri-
ces define the adapted model that can be used for the desired
task. LoRA is often utilized for image stylization by fine-
tuning the base model with respect to a set of images that
can either represent the desired style or the desired content.

Specifically, we use LoRA with Stable Diffusion XL
(SDXL) [41], a recently introduced text-to-image diffusion
model renowned for its powerful style learning capabilities.
Through detailed analysis of various layers within SDXL
and their effect on the adaptation procedure, we made a sur-
prising discovery: two specific transformer blocks can be
used to separate the style and content of an input image,
and to easily control them distinctly in generated images.
For clarification, in this paper, we define a block as a se-
quence of 10 consecutive attention layers.

Therefore, when provided with a single input image, we
jointly optimize the LoRA weights corresponding to these
two distinct transformer blocks with the objective of recon-
structing the given image based on a provided text prompt.
Since we only optimize the LoRA weights of these two
transformer blocks, we refer to them as “B-LoRAs”. The
crucial aspect is that these B-LoRAs are trained on a sin-
gle image only, yet they successfully disentangle its style
and content, thereby circumventing the notorious overfit-
ting problem associated with common LoRA techniques.
Our technique benefits from the innate style-content disen-
tanglement within the layers of the architecture. Another
advantage of our method is that the B-LoRAs can be eas-
ily used as separate components, allowing various challeng-

ing style manipulation tasks without requiring any addi-
tional training or fine-tuning. In particular, we demonstrate
style transfer, text-guided style manipulation and consistent
style-conditioned image generation (see Figure 2).

We note that recent attempts have been made to combine
trained LoRAs of style and content to a unified model [47].
This approach requires a new optimization process for each
style-content combination. This is both time-consuming
and raises challenges in achieving an effective trade-off be-
tween style transformation and content preservation. In
contrast, our trained B-LoRAs can be easily re-plugged into
a pre-trained model combined with other learned blocks
from other reference images, without any further training.

We provide extensive evaluation of our method showing
its advantages compared to alternative approaches that are
often designed to achieve one of these tasks. Our method
provides a practical and simple way for image stylization
that can be broadly used with existing models.

2. Related Work

Style Transfer Image style transfer is a longstanding
challenge in computer vision [13, 23], aimed at altering the
style of an image based on a given reference. With the
progress of deep learning research, Neural Style Transfer
(NST) approaches rely on deep features extracted from pre-
trained networks to merge content and style [17, 30, 31].
Subsequent GAN-based [18] techniques were proposed to
transfer images across domains, using either paired [29] or
unpaired [32, 38, 61] image sets, yet they require domain-
specific datasets and training.

Recent advancements in language-vision models and dif-
fusion models have revolutionized the field of image styl-
ization. Leveraging the vast knowledge encoded in pre-
trained language-vision models, modern approaches ex-
plore zero-shot image stylization and editing [5, 10, 11,
14, 34, 37, 39, 57], where images are manipulated with-
out additional fine-tuning or data adaptation by intervening
in the generation process. Prompt-to-Prompt [21] proposes
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an approach to edit generated images by manipulating their
cross-attention maps. In Plug-and-Play [50] the appearance
of a content image is manipulated with respect to a given
text prompt by adjusting spatial features from the guidance
image via the self-attention mechanism. Cross Image At-
tention (CIA) [2] presents a method to modify the image
appearance based on a reference image through alterations
in cross-attention mechanisms. While these approaches ef-
fectively transform the appearance of the content image,
they may encounter challenges in transferring appearance
between subjects with differing semantics.

StyleAligned [22] utilizes attention features sharing
combined with the AdaIN mechanism [26] to achieve style
alignment between a sequence of generated images. How-
ever, the method is not explicitly designed to control the
content of the generated image, potentially resulting in style
image structure leakage. Similarly, the lack of style-content
separation is also evident in encoder-based methods, such
as IP-Adapter [58]. InstantStyle [54] is a concurrent work
to ours, aiming to improve IP-Adapter for image stylization
tasks by injecting the CLIP embedding of the style image
into specific blocks within SDXL. In our work, we decom-
pose the style and the content and learn a separate represen-
tation for each.

Text-to-Image Personalization In another line of work
[3, 4, 15, 20, 45, 53], optimization techniques are pro-
posed to extend pre-trained Text-to-Image models to sup-
port the generation of novel visual concepts, including
both style and content, based on a small set of input im-
ages with the same concept. This allows utilizing the rich
semantic-visual prior of pre-trained models for customized
tasks such as producing images of a desired style. Exist-
ing methods employ either token optimization techniques
[1, 15, 52, 53, 56, 60], fine-tuning the model’s weights [45],
or a combination of both [3, 4, 6, 7]. Token optimization re-
quires longer training times and often results in sub-optimal
reconstruction. While model fine-tuning provides better re-
construction, it consumes substantial memory and tends to
overfit. To address the memory inefficiency, and to facilitate
more efficient model fine-tuning, Parameter Efficient Fine-
Tuning (PEFT) approaches have been proposed [24, 25, 33].
StyleDrop [48] utilizes Muse [9] as a base model, and ad-
justs its styles to align with a reference image. StyleDrop
trains a lightweight adapter layer at the end of each atten-
tion block within the transformer model. However, similar
to StyleAligned [22], their approach is designed for style
adaptation, but for content preservation, another optimiza-
tion is required. Among existing PEFT methods, Low-Rank
Adaptation (LoRA) [25] is a popular fine-tuning technique,
widely used by researchers and practitioners for its versatil-
ity and high-quality results.

LoRA for Image Stylization LoRA is often used for im-
age stylization by fine-tuning a model to produce images of
a desired style. Commonly, a LoRA is trained on a set of
images, and then it is combined with control methods such
as stylistic Concept-Sliders [16] or ControlNet [43, 59],
along with a text prompt to condition the generated im-
age content. While LoRA-based approaches have demon-
strated significant abilities in capturing style and content,
two separate LoRA models are required for this task, and
there is no trivial way to combine them. A common naı̈ve
approach is to combine two LoRAs by directly interpolat-
ing their weights [46], relying on a manual search for the
desired coefficients. Alternative approaches [19, 40] pro-
pose an optimization-based strategy to find the optimal co-
efficients for such a combination. However, they focus on
combining two objects and not on image stylization tasks.

Recently, Shah et al. introduced ZipLoRA [47], propos-
ing to merge two individual LoRAs trained for style and
content into a new ’zipped’ LoRA by learning mixing co-
efficients for their columns. This work is closely related
to ours, as we also mix LoRA weights trained on different
images to facilitate image stylization. However, ZipLoRA
requires an additional optimization stage for each new com-
bination of content and style, thereby restricting the flexibil-
ity of reusing trained LoRA weights, which is LoRA’s pri-
mary advantage. In contrast, our approach allows for the di-
rect reuse of learned styles and contents without additional
training, enhancing efficiency and versatility. Moreover, we
demonstrate that our implicit approach is more robust to
challenging styles and contents.

3. Preliminaries
SDXL Architecture In our work, we utilize the recently
introduced publicly available text-to-image Stable Diffu-
sion XL (SDXL) [41], which is an upgraded version of the
known Stable Diffusion [44]. Both models are types of la-
tent diffusion models (LDM), where the diffusion process
is applied in the latent space of a pre-trained image autoen-
coder. The SDXL architecture leverages a three times larger
UNet backbone compared to Stable Diffusion. The UNet
consists of a total number of 70 attention layers. Each layer
consists of a cross and self-attention. These attention layers
are often referred to as attention blocks. In this paper, for
clarity, we refer to them as layers so they are not confused
with the larger transformer blocks we optimize. These at-
tention layers are divided into 11 transformer blocks where
the first two and last three blocks are comprised of four and
six attention layers, respectively. The six inner blocks con-
sist of 10 attention layers each, as illustrated in Figure 3).

Text condition generation is also extended in SDXL in
the following way: given a text prompt y, it is encoded
twice, with both OpenCLIP ViT-bigG [28] and CLIP ViT-
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Figure 3. Illustration of SDXL architecture and our text-based
analysis. To examine the effect of the i’th transformer block on the
generated image, we inject a different text prompt p̂ to it, while p
is injected into all other blocks.

L [42]. The resulting embeddings are then concatenated to
define the conditioning encoding c. Then this text embed-
ding is fed into the cross-attention layers of the network,
following the attention mechanism [51].

Specifically, in each layer, the deep spatial features x are
projected to a query matrix Q = lQ(x), and the textual em-
bedding is projected to a key matrix K = lK(c) and a value
matrix V = lV (c) via learned linear projections lQ, lK , lV .
The attention maps are then defined by:

At = Softmax(
QKT

√
d

)V, (1)

where d is the projection dimension of the keys and queries.

LoRA Low-Rank Adaptation [25] is a method for ef-
ficiently fine-tuning large pre-trained models for specific
tasks or domains. LoRA has emerged as a very popular
approach for fine-tuning pre-trained text-to-image diffusion
models [46] due to its high-quality results and efficiency.

Let us denote the weights of a pre-trained text-to-image
diffusion model with W0, and the learned residuals after
fine-tuning the model for a specific task with ∆W . The key
idea in LoRA is that ∆W ∈ Rm×n can be decomposed into
two low intrinsic rank matrices B ∈ Rm×r and A ∈ Rr×n,
such that ∆W = BA, and the rank r << min(m,n). Dur-
ing training, the original model weights W0 remain frozen,
and only A and B are updated. Thus, by the end of the
training, we can obtain the tuned model weights by using

W = W0 +∆W .
LoRA is commonly used in text-to-image diffusion mod-

els only in the cross and self-attention layers. As discussed,
the attention mechanism in each layer relies on four pro-
jection matrices: lQ, lK , lV , and lout. The LoRA weights
∆WQ, ∆WK , ∆WV , and ∆Wout are optimized for each of
these pre-trained matrices. We denote by ∆W the LoRA
weights of all four matrices.

4. Method
Our objective is to decouple the style and content aspects of
an input image I into separate components, enabling both
text-based and image-based stylization applications. Our
approach harnesses the capabilities of a pre-trained SDXL
text-to-image generation model [41], known for its robust-
ness in capturing stylistic features [47]. We conduct an anal-
ysis of the SDXL architecture to gain insight into the con-
tributions of individual layers to either the style or the con-
tent of the generated image. Guided by our observations,
we employ LoRA [25] to train update matrices of only two
specific transformer blocks within the SDXL model. These
matrices capture the representation of the content and the
style of the input image and they suffice to facilitate a num-
ber of image stylization tasks.

4.1. SDXL Architecture Analysis

Similar to previous works [1, 53] we examine the effect
of different layers within the base text-to-image model on
the generated image. We adopt a similar approach to the
one proposed in Voynov et al. [53]. The key idea is to in-
ject a different text prompt into the cross-attention layers of
one of the transformer blocks within SDXL. Then examine
the similarity between the different prompts and the result-
ing image. If we only change the input prompt correspond-
ing to the i’th block, and the i’th block dominates a certain
quality of the generated image, this will be apparent in the
resulting image. Specifically, we examine six intermediate
transformer blocks {W 1

0 , ..W
6
0 } of SDXL, each containing

10 attention layers (see Figure 3). These layers have been
selected based on previous works [1, 53], which demon-
strate that they are most likely to affect the important visual
properties of the generated images.

We define two random sets of text prompts Pcontent

and Pstyle describing different objects with different col-
ors. The prompts in Pcontent are defined by placing ran-
dom objects in the template text “A photo of a <object>”.
For Pstyle we use the template “A photo of a <color>
<object>”. The random objects and colors are generated
with ChatGPT. Note that color is used as a proxy for style
since we use CLIP [42] to evaluate results (as will be de-
scribed next), and we found CLIP to be a better indicator
for changes in color than changes in style. We sample a
pair of prompts (p, p̂) ∈ Pcontent and (p, p̂) ∈ Pstyle such
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Ƹ𝑝 = “𝐴 𝑝ℎ𝑜𝑡𝑜 𝑜𝑓 𝑎 𝑏𝑙𝑢𝑒 𝑏𝑢𝑛𝑛𝑦”
𝑝 = “𝐴 𝑝ℎ𝑜𝑡𝑜 𝑜𝑓 𝑎 𝑏𝑢𝑛𝑛𝑦”
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𝐼ෝ𝑝 →2, 𝑝→𝑗≠2 𝐼ෝ𝑝 →4, 𝑝→𝑗≠4

𝑝 = “𝐴 𝑝ℎ𝑜𝑡𝑜 𝑜𝑓 𝑎 𝑔𝑟𝑒𝑒𝑛 𝑏𝑢𝑛𝑛𝑦”
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Effect of blocks 2,4 on the generated content Effect of block 5 on the generated color

All othersAll others

Figure 4. Prompt injection effect on the generated image. On the left, we demonstrate how blocks 2 and 4 affect the content in the generated
image (turning into a tiger), whereas the rightmost image shows that injecting p̂ to a block i ̸= 2, 4 has no effect on the generated image.
On the right we show how the fifth block controls the generated image’s color.
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Figure 5. Comparison of training B-LoRAs for the input images shown on the left for W 2
0 ,W

5
0 (middle) and W 4

0 ,W
5
0 (right). For each

pair of trained LoRA weights, we show the results of applying both together (to reconstruct the input image) and applying the content layer
separately (i.e. using only ∆W 2 and ∆W 4). The results demonstrate that ∆W 4 better captures the fine details of the input object.

that p ̸= p̂. For each pair (p̂, p), we generate an image
Ip̂→i,p→j ̸=i by injecting the embedding of p̂ to W i

0 while
injecting the embedding of p to all other layers W j

0 , j ̸= i
(depicted in Figure 3). This is performed for each of the six
transformer blocks we target, yielding six images per pair.

Next, to measure the effect of injecting p̂ into the i’th
block on the generated image, we estimate the following
similarity score:

C(Ip̂→i,p→j , p̂) = sim(CI(Ip̂→i,p→j), CT (p̂)), (2)

where CI(Ip̂→i,p→j) and CT (p̂) are the CLIP image em-
bedding of the generated image, and the CLIP text embed-
ding of the prompt, respectively. sim(x, y) = x·y

||x||·||y|| in-
dicates the cosine similarity between the clip embeddings.

In total, we examined 400 pairs of content and style
prompts and averaged the scores of each layer. The three
topmost layers that show similarity to one type of prompt
are W 2

0 and W 4
0 which dominate the content of the gener-

ated image, and W 5
0 which dominates its color. We visually

demonstrate these conclusions in Figure 4. On the left, we
show the effect of blocks 2 and 4 on the generated con-
tent. Note that Ip̂→2,p→j and Ip̂→4,p→j demonstrate that
when “A photo of a tiger” is injected to only one block (2
or 4), while “A photo of a bunny” is injected to the rest

of the blocks, the generated images depict a tiger, while in
all other options, the generated image will depict a bunny.
Similarly, on the right we show the effect of block 5 on the
generated image’s color.

4.2. LoRA-Based Separation with B-LoRA
While the observations above apply to a generated image,
our goal is to examine if the layers we locate could be useful
in capturing the content and style of a given input image I .
To fine-tune the model to generate variations of our given
image we utilize the LoRA [25] approach.

Let us denote the frozen weights of our base pre-trained
SDXL model with W0 and the learned residual matrices
for each block with ∆W i. We follow the default settings
of DreamBooth LoRA [46] to finetune the model to recon-
struct the given input image I .

However, instead of optimizing the LoRA weights of all
eleven blocks (as usually done), we conduct two experi-
ments, where in the first experiment we optimize the pair
{∆W 2,∆W 5}, and in the second experiment we optimize
{∆W 4,∆W 5} (as we found W 2

0 and W 4
0 to dominate the

content, and W 5
0 to dominate the color). In addition, we

use a general prompt “A [v]” during training to prevent the
model from being explicitly guided to capture either the im-
age’s style or content. This process and example results
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Figure 6. B-LoRA for Image Stylization. (1) To stylize a given content image Ic w.r.t an given style image reference Is, we train our
B-LoRAs for both images and then combine ∆W 4

c and ∆W 5
s to a single adapted model. (2) For text-based stylization we simply plug

only the trained ∆W 4
c to adapt the model and then use the desired text prompt during inference. (3) The learned style weights ∆W 5

c can
be also used as is to adjust the backbone model to produce images with the style of Ic.

are depicted in Figure 5. As can be seen, we find that the
best combination to optimize in terms of 1. Achieving a full
reconstruction of the input concept, and 2. Capturing the
input image’s content, are ∆W 4,∆W 5. Note that using
the deeper layers of the UNet ∆W 4, rather than ∆W 2 dur-
ing the LoRA training process, aligns with the goal of pre-
serving finer details in the output image, as demonstrated
in [50]. We provide ablation and analysis of the effect of
other layers and specific parts within them, as well as the
effect of using different text prompts in the supplementary
material. We call such a training scheme B-LoRA, as it only
trains two transformer Blocks instead of the full weights.
Hence, apart from the style-content separation abilities such
a method also reduces storage requirements by 70%.

4.3. B-LoRA for Image Stylization
Combining the insights from the above analyses, we now
describe the B-LoRA training approach. Given an input im-
age I , we only fine-tune the LoRA weights ∆W 4,∆W 5

with the objective of reconstructing the image, w.r.t a gen-
eral text prompt “A [v]”. Besides increasing efficiency, we
find that by training only these two layers, we can achieve
an implicit style-content decomposition, where ∆W 4 cap-
tures the content and ∆W 5 captures the style.

Once we find these update matrices, we can easily use
them by updating the corresponding block weights of the
pre-trained SDXL model for style manipulation applica-
tions as described next and demonstrated in Figure 6.

Image stylization based on image style reference Given
two input images Ic, Is depicting the desired content and
style respectively, we use the process described above to
learn their corresponding B-LoRA weights: ∆W 4

c ,∆W 5
c

for Ic and ∆W 4
s ,∆W 5

s for Is. We then directly use ∆W 4
c

and ∆W 5
s to update the transformer blocks W 4

0 and W 5
0 of

the pre-trained network. For the inference process, we use
the prompt “A [c] in [s] style”, as illustrated at the top of
Figure 6.

Text-based image stylization By omitting ∆W 5
c (cap-

turing the style of Ic) and only using ∆W 4
c to update the

weights of the pre-trained model, we get a personalized
model that is adapted to only the content of Ic. To ma-
nipulate the style of Ic with text-based guidance, we simply
inject the desired text into the adapted layers during infer-
ence (see Figure 6 bottom-left). Note that because the style
and content are separated and encoded in different blocks,
our approach allows challenging style manipulations.

Consistent style generation Lastly, in a similar manner,
one can adapt the model for a specific style provided in Is
by excluding ∆W 4

s and using only ∆W 5
s . This results in

a model adapted to the desired style, and one can use text-
based conditions to generate any content with the desired
style (see Figure 6 bottom-right).
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Figure 7. Results produced by our method for three image stylization tasks. Rows 1-3: image style transfer. Our method can operate on
scene images and extract content from a stylized image. Fourth row: text-based image stylization applied to the content image reference
on the left. Note how the pose and identity are preserved well. Last row: consistent style generation, where that style is extracted from the
image on the left and used to generate new objects. In this row, we use α = 1.1 to enhance the style effect.

4.4. Implementation details

We train the B-LoRA weights on SDXL v1.0 [41] while
keeping both the model weights and text encoders frozen
during the fine-tuning process. All LoRA training was per-
formed on a single image. We utilize the Adam optimizer
with a learning rate of 5e − 5. For data augmentations, we
only use center cropping during training. We set the LoRA
weights rank to r = 64 and use the prompt “A [v]” for 1000
optimization steps, requiring approximately 10 minutes per

image on a single A100 GPU. Note that while other meth-
ods typically train LoRA for 400 steps to mitigate overfit-
ting concerns, this was not an issue in our case.

5. Results

To produce the various results of our approach we optimized
our B-LoRAs (∆W 4,∆W 5) once for each image and then
plugged either one of them or both of them (depending on
the application) at inference time to receive image styliza-
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Figure 8. Comparison with alternative approaches. The input style and content references are shown on the left, where multiple content
images were used for alternative methods. In the last row, we applied other approaches to a single content image. ZipLoRA tends to overfit
the content, and thus struggles with depicting the desired style. StyleDrop also struggles to preserve the content when trained on multiple
images. In the case of a single content image (last row), both methods preserve the content but lose the style. StyleAligned preserves the
style well; however, it tends to include semantic content originating in the style image, such as creating a couple in row 1. Additional
comparisons to InstantStyle [54] are provided in the supplementary material.

tion without any further optimization or fine-tuning.

We present some qualitative results of the three applica-
tions discussed in Section 4.3 in Figure 7. In the first two
rows of Figure 7, our method manages to transfer the style
of the image references (top row) while preserving the con-
tent of the input image on the left. Notable, this can be done
for challenging content inputs such as stylized images (first
row) and images of whole scenes (second row). Our method
is robust to many types of different styles and manages to
preserve the essence of the content reference even in very
abstract styles such as the one depicted in the third style
column. In the third row, we show examples of text-based
image stylization. As can be seen with our implicit style-
content separation, the content of the input object is pre-
served well while the style is governed by the desired text
prompt. In the last row, we demonstrate how our method
can be used for consistent style generation where only the

B-LoRA weights of the style are used. Observe that the
object’s style is well preserved across all text-based gener-
ated images. Please refer to the supplementary material for
many more examples.

5.1. Comparisons

We next compare our method with alternative approaches,
both qualitatively and quantitatively. Note that since we rely
on SDXL as our backbone model, for a fair comparison
we applied alternative approaches on SDXL as well. As
a naı̈ve baseline we employ DB-LoRA [46] (fine-tuned for
style) with a ControlNet [59] for content conditioning. We
additionally compare to three recent approaches for image
stylization that rely on the prior of large pre-trained text-
to-image models, namely, ZipLoRA [47], StyleDrop [48],
and StyleAligned [22]. StyleAligned is applied using the
author’s official implementation. With the lack of official

8



Table 1. Quantitative comparison. We measure the average cosine similarity between the DINO features of the output image and the
reference style and content. Our method performs best at adapting to the style without overfitting the content image.

Input StyleDrop StyleAligned ZipLoRA DB-LoRA Ours

Style
Transfer

Multiple
Single

0.826± 0.07
0.790± 0.06

0.855± 0.05
0.829± 0.05

0.796± 0.07
0.782± 0.05

0.863± 0.06 0.881± 0.05

Content
Multiple
Single

0.817± 0.06
0.874± 0.08

0.779± 0.05
0.792± 0.06

0.841± 0.05
0.933± 0.05

0.769± 0.05 0.790± 0.05

implementations for StyleDrop and ZipLoRA, we imple-
mented StyleDrop on SDXL (as described in [22]), and uti-
lized a non-official implementation of ZipLoRA [36].

Note that for content preservation, all three alternative
methods require multiple content image examples, while
our method can be applied to a single image. Thus, for
a fair comparison, we collected a total set of 23 objects
from existing personalization works [15, 33, 45, 52], where
a small set of images is provided for each object. We col-
lected 20 style image references from [22, 48], along with
5 additional style images of our own. From these sets, we
randomly sampled 50 pairs of style and content images to
compose our final evaluation set.

In terms of runtime, StyleAligned is zero-shot only for
consistent style generation, while for content preservation it
relies on LoRA to adapt the model to the desired concepts.
Similarly, StyleDrop and ZipLoRA require LoRA training
for content and style. Thus, our runtime is comparable to
theirs. In contrast, ZipLoRA entails an additional training
phase to merge the two LoRAs, which makes it more time-
consuming than our approach.

Qualitative Evaluation We show representative compar-
ison results in Figure 8, where on the left we show the
style and content reference images. On the first four rows,
we show the results of alternative approaches when applied
with multiple content images, whereas our method uses a
single image. As can be seen, our method effectively pre-
serves the subject from the content image while transferring
the desired style. In contrast, other methods either overfit
the content subject, thereby failing to alter its style (e.g.,
cat and sloth in ZipLoRA and StyleDrop), or they suffer
from style image “leakage”. For instance, in the cat ex-
ample of StyleAligned (first row), the model generates two
cats, matching the number of people in the style reference
image. We also include an example of alternative methods
applied to a single content image, where StyleDrop and Zi-
pLoRA exhibit increased overfitting.

Quantitative Evaluation We measure content and style
preservation by computing the cosine similarity between the
embeddings of the input content and style references and the
output image, utilizing the DINO ViT-B/8 embeddings [8].
The average scores are presented in Table 1. Our method

achieves the highest style alignment score, indicating its su-
perior ability to adapt styles effectively. However, we ob-
serve lower object similarity scores, possibly due to content
overfitting issues observed in alternative approaches.

To further support this observation, we conducted the
same experiment using a single content image as a reference
(scores shown in the “Single” row). The results indicate a
decrease in style consistency scores across all methods, ac-
companied by an increase in content preservation scores,
suggesting overfitting.

User Study We conducted a user study to further vali-
date the findings presented above. Using 30 random im-
ages from our evaluation set, we compared our results with
the three alternative approaches. The participants were pre-
sented with the reference style and content images along
with two combined results, one produced by our method
and the other by an alternative method (with the results pre-
sented in random order). Participants were asked to choose
the result that “better transfers the style from the style image
while preserving the content of the content image”. We col-
lected responses from 34 participants for the survey, which
contained a total of 1020 answers. The results demonstrate
a strong preference for our method, with 94% of partici-
pants favoring our method over StyleAligned, 91% over Zi-
pLoRA, and 88% over StyleDrop.

6. Conclusions, Limitations and Future work
We have presented a simple yet effective method to disen-
tangle the style and content of a single input image. The
style and content components are encoded separately with
two B-LoRAs, providing high flexibility for independent
use in various image stylization tasks. In contrast to ex-
isting methods that focus on style extraction, we employ
a compound style-content learning approach that enables a
better separation of style and content, enhancing styliza-
tion fidelity. While our work enables robust image styl-
ization across various complex input images, it does have
limitations. First, in our style-content separation procedure,
the object’s color is often included in the style component.
However, in some cases, color plays a crucial role in pre-
serving identity. Therefore, when stylizing the content com-
ponent, the results may not properly preserve the object’s
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(a) (b) (c)

Figure 9. Method limitations. (a) Sub-optimal identity preserva-
tion due to color separation. (b) Style leakage from background
objects. (c) Inability to adequately capture content in complex
scenes.

identity, as illustrated in Figure 9(a). Second, since we use
a single reference image, our learned style component may
encompass background elements rather than focusing solely
on the central object, as demonstrated in Figure 9(b). Lastly,
while our method effectively stylizes scene images, it may
encounter challenges with complex scenes containing nu-
merous elements. Consequently, it may struggle to accu-
rately capture the scene structure, potentially compromising
content preservation, as depicted in Figure 9(c).

As for future research, one possible avenue is to further
explore separation techniques within LoRA fine-tuning, to
achieve more concrete separation into sub-components such
as structure, shape, color, texture, etc. This could provide
users with more control over the desired output. Another
direction for future work is to leverage the robustness of
our approach and extend it to combine LoRA weights from
multiple distinct objects or combine a few styles.
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A. Comparisons
User Study As described in the main paper, we conducted
a user study to further validate our findings. We constructed
an evaluation set comprising 50 unique pairs of style and
content images, randomly sampled from a diverse pool of
23 objects and 25 style references. From this evaluation set,
we selected 10 representative pairs for each of the compet-
ing methods: ZipLoRA, StyleDrop, and StyleAligned. For
each pair, we generated images using both the respective
method and our approach, presenting them alongside the
original style and content references, as illustrated in Fig-
ure 10 The generated images were displayed in a random-
ized order to avoid bias. Participants were asked to choose
the result that “better transfers the style from the style im-
age while preserving the content of the content image.” In
total, we gathered 1020 responses from 34 participants, en-
suring a comprehensive evaluation of our method against
alternative approaches.

Qualitative Comparisons In Section 5 of the main pa-
per, we conducted a comparison of our B-LoRA method
against four state-of-the-art baselines for image stylization
incorporating personalization [22, 27, 47, 48]. In this sec-
tion, we delve deeper into the implementation details and
present additional qualitative results. To begin, we em-
ployed DreamBooth-LoRA [46] fine-tuning to obtain both
style and content LoRAs, utilizing the same parameter con-
figuration as ZipLoRA [47]. For content images, we con-
ducted fine-tuning across a set of images of the same ob-
ject, except for the experiment involving a single image.
However, for style LoRAs, we conducted fine-tuning using
a single style image. We utilized the prompts provided in
DreamBooth [45] and StyleDrop [48], specifically “A [v]
<object>” or “A <object> in [s] style” for content and
style, respectively. Subsequently, for ControlNet combined
with DreamBooth-LoRA, we leveraged the publicly avail-
able implementation of ControlNet on SDXL from hug-
gingface [27]. this approach involved utilizing the style

Figure 10. Screenshot from the user study. Each of the two im-
ages, labeled A and B, represents a result obtained from a different
method. Participants were tasked with selecting the image they be-
lieve is better in terms of both style adaptation and content preser-
vation.

LoRAs we trained for style transfer while employing Can-
nyEdge with thresholds of 100 and 200 for content guid-
ance in ControlNet. For StyleDrop [48], we followed the
methodology outlined in StyleAligned [22] for fine-tuning
the model over the style images, followed by fusing the
content LoRAs with the SDXL weights. Similarly, for
StyleAligned [22], we utilized the authors’ implementation
for subject-driven generation alongside our content LoRAs.
Lastly, for ZipLoRA [47], we use the unofficial implemen-
tation [36] with default parameters. We provide additional
comparisons of our B-LoRA method against the aforemen-
tioned approaches using the same evaluation set presented
in Section 5 of the main paper. These additional compar-
isons are illustrated in Figure 11. Furthermore, we provide
comparisons with challenging content inputs, such as styl-
ized images, presented in Figure 12. We also showcase
comparisons with challenging style inputs, such as object
images, in Figure 13. These examples demonstrate the ro-
bustness of our method in handling diverse and complex
content and style references.
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Figure 11. Additional comparisons for image stylization based on reference image.

Comparisons to Baselines Beyond SDXL-Based Ap-
proaches We provide additional comparisons of our
method with three other image stylization techniques that
do not rely on SDXL: StyTr2 [12], AdaAttn [35], and
SWAG [55]. We evaluated the results using the same quan-
titative metrics described in the main paper. Figure 14
presents a qualitative comparison of the same set shown in
the main paper, and Table 2 contains the quantitative results.

Comparisons to InstantStyle InstantStyle [54] is a con-
current work to ours. Aimed at performing image styliza-
tion tasks based on a style image reference. InstantStyle
achieves this by injecting the CLIP embedding of the style
image into style-specific blocks within SDXL, similar to
our method, where the fifth block is selected for the style
condition. Notably, InstantStyle uses a trained IP-Adapter
model and does not require fine-tuning, which is its main
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Figure 12. Additional comparisons using challenging stylized images as content input. As can be seen, other methods encounter difficulties
in disentangling the style and content from these images, consequently struggling to effectively transfer the style from one stylized image
to another. ©The paintings in the first three rows are by Judith Kondor Mochary

Table 2. Quantitative comparison: We measure the average cosine
similarity between the DINO features of the output image and the
reference style and content. In this experiment, we use a single
input image for evaluation.

StyTr2 AdaAttn SWAG Ours

Style
Transfer 0.83 0.818 0.883 0.881

Content 0.854 0.828 0.788 0.790

advantage over our method. Both approaches provide com-
pelling results in consistent style generation, as presented
in Figure 15. For content conditioning, InstantStyle utilizes
ControlNet, while our method separates content from style
and extracts both. This allows for better content preser-
vation in scenarios where ControlNet may not capture the

content well enough or may override the style, as shown in
Figure 16. Additionally, InstantStyle requires the content
component to be explicitly defined to subtract its CLIP em-
bedding from the style embedding, whereas our approach
learns the content and style implicitly. For a fair compar-
ison, we trained our method using the style images from
InstantStyle.

B. Limitations

In Section 6 of the main paper, we discussed the limitations
of our method. Here, we expand upon this section and pro-
pose potential approaches to mitigate these limitations. The
first limitation we aim to address is the sub-optimal identity
preservation due to color separation. To overcome this is-
sue, we propose applying a scaling factor of alpha between
0.4-0.5 to the style adapter ∆W 5. This adjustment allows
for preserving the original colors of the subject while mini-
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Figure 13. Additional comparisons using challenging subject images as style reference. As can be seen, other methods encounter difficulties
in disentangling the style and content from these images, consequently struggling to effectively transfer the style from one object to another.

mizing interference with other style B-LoRA injections, as
illustrated in Figure 17.

To mitigate style leakage from background objects in the
style reference image, we suggest preprocessing the training
data by center cropping the desired style reference image.
This approach increases precision by focusing on the central
object during the B-LoRA training process.

Addressing the final limitation of adequately capturing
content in complex scenes, we conducted an ablation study
to explore the effect of injecting different prompts into dif-
ferent blocks of the network. Specifically, we conducted
five experiments:

(1) Injecting our method’s prompt “A [c] in [s] style”,
into all transformer blocks of the UNet. (2) Injecting “A [c]”

into the content block W 4 while injecting “A [s]” into all
other blocks. (3) The complement of (2), injecting “A [s]”
into the style block W 5 and “A [c]” into all other blocks.
(4) Similar to (2), but injecting “A [c]” into W 4 while other
blocks receive “A [c] in [s] style”. (5) Similar to (3), but
injecting “A [s]” into W 5 while other blocks receive our
method’s prompt “A [c] in [s] style”.

We present the results of these experiments in Figure 18.
Our findings indicate that injecting the prompt “A [c]” into
W 4 while other blocks receive the prompt “A [c] in [s]
style” often leads to improved generation results, particu-
larly for complex scenes containing numerous elements.
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Figure 14. Comparison with alternative approaches that do not rely on SDXL. The input style and content references are shown on the left.

C. Analysis and Ablation

Layers Optimization As detailed in Section 4 of the
main paper, the SDXL UNet comprises 11 transformer
blocks, with the high-resolution blocks containing 2 at-
tention layers each and the middle 6 blocks containing
10 attention layers each (see Figure 3 in the main paper).
To explore the impact of different block combinations on
the resulting image, we divided the UNet into 8 blocks
{W 0

0 . . .W 7
0 }, where {W 1

0 . . .W 6
0 } represent the bottle-

neck blocks, as discussed in Section 4, and designated W 0
0

and W 7
0 for the high-resolution blocks at the edges. We

aimed to assess the effects of optimizing various block
combinations {∆W i,∆W j} by jointly training the LoRA
weights of the corresponding blocks. Qualitative results are
depicted in Figures 19 and 20, where each cell (i, j) repre-
sents the reconstruction image for the prompt “A [v]” af-
ter training the LoRAs solely for the i-th and j-th blocks of
the SDXL Unet. The diagonal entries represent output gen-
erated by training a single block. Upon examination, we
observed that optimizing {∆W 4,∆W 5} consistently pro-
duced the most satisfactory results for content and style, re-
spectively, outperforming other combinations. Notably, the
reconstruction in cell (4, 5) yielded the best results achiev-

able among all combinations, supporting our findings in
the main paper. Furthermore, we noted that the combina-
tion of blocks 2 and 5 also achieved satisfactory reconstruc-
tion. However, employing this combination may lead to less
disentanglement of style from content, as ∆W 5 needs to
“cover” ∆W 2 by learning content details instead of focus-
ing primarily on style, as intended. This observation further
solidifies our choice of optimizing {∆W 4,∆W 5} for ef-
fective style-content separation.

Prompt Selection To validate our choice of the prompt
“A [v]” during optimization, we conducted an ablation
study regarding the prompt used during training. As de-
scribed in the DreamBooth [45] paper, the authors suggest
that the most efficient way to conduct the fine-tuning pro-
cess is by using the prompt “A [v] <class-name>”, where
[v] is the token dedicated for personalization, and <class-
name> is the class of the object depicted in the input image.
We compare our method of optimizing ∆W 4 and ∆W 5

with the prompt “A [v]” against using the suggested “A [v]
<class-name>” prompt.

In Figure 21, we demonstrate the impact of different
prompts on style transfer between objects by fusing ∆W 4

c1

and ∆W 5
c2 to transfer the style of object1 to object2. We
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Ours
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Figure 15. Comparison of stylization results between our method and InstantStyle. The input style image is shown in the first column,
followed by results generated by our method and InstantStyle for different prompts: “A dog”, “A moose”, “A giraffe”, and “A girl”.
The images of InstantStyle are taken from the original paper. Both approaches achieve consistent style generation, demonstrating the
effectiveness of style transfer.

use four different prompts: (1) “A [c1] in [c2] style” (our
method), (2) “A [c1] <obj1> in [c2] style”, (3) “A [c1]
<obj1> in [c2] <obj2> style”, and (4) our method opti-
mized without the class name.

As can be seen, the first column, using “A [c1] in [c2]
style”, fails to reconstruct the object’s structure correctly.
The second column, with “A [c1] <obj1> in [c2] style”,

successfully reconstructs the content but struggles to trans-
fer the style. In the third column, using “A [c1] <obj1> in
[c2] <obj2> style”, the structure of the resulting image is
affected by the obj2 class name.

In contrast, our method in the fourth column, optimized
without the class name, is able to preserve the content im-
age’s structure and effectively transfer the style from the
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Figure 16. Comparison of style and content mixing between our method and InstantStyle. The results illustrate cases where ControlNet,
used by InstantStyle, may fail to adequately capture the content or may override the style. For example, in the fourth row, we can see
that ControlNet failed to extract the shape of the dog, leading to unsatisfactory results, While our method demonstrates better content
preservation. The images showcase the stylization applied to various content images, highlighting differences in how each approach
handles content and style integration.
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Content

Figure 17. To mitigate the limitation of sub-optimal identity preservation due to color separation, we propose combining adapters
{∆W 4,∆W 5}, with ∆W 5 assigned a coefficient α within the range of [0.4, 0.5]. This method preserves the original colors of the
subject while allowing stylizations using text prompts. The generated contents depicted in the figure are based on the prompt “Watercolor
painting of [c]”.

Content Style (1) (2) (3) (4) (5)

Figure 18. Qualitative results of an ablation study investigating the effect of injecting different prompts into different blocks of the network
to address the limitation of capturing content in complex scenes. Five experiments were conducted presented in the five columns [1-5]:
(1) Injecting our method prompt, denoted as p1 = “A [c] in [s] style”, into the entire Unet. (2) Injecting “A [c]” into the content block W 4

while all other blocks receive “A [s]”. (3) The complement, injecting “A [s]” into the style block W 5 and “A [c]” into all other blocks. (4)
Similar to 2, but injecting “A [c]” into W 4 while other blocks receive “A [c] in [s] style”. (5) Similar to 3, but injecting “A [s]” into W 5

while other blocks receive our method’s prompt “A [c] in [s] style”. As can be seen the (4) columns contains the best results.

other object. This demonstrates the effectiveness of our ap-
proach using the prompt “A [v]” during optimization.

Alpha Effect As mentioned in the main paper, by the end
of the training, we can obtain the tuned model weights using
W = W0+∆W , where ∆W is our trained B-LoRA update.
The strength of the fine-tuning merge equation can be ad-
justed and controlled by the alpha scalar: W = W0+α∆W .
(in our experiments α = 1). We demonstrate alpha’s effect
on style and content components in Figure 22. As can be
seen, when the alpha value is small, both the style and the
content may be lost.

D. B-LoRA for Personalization

Throughout the paper, our method has been implemented
using a single image for decoupling style and content. How-
ever, by training our method using multiple images for con-
tent, we can recontextualize reference objects while pre-
serving stylization quality. In Figures 23 and 24, we show-
case the versatility of our method by combining various B-
LoRAs for style and content with text prompts. Note that
the style can be derived from the reference style or from
other objects.

20



∆W 0 ∆W 1 ∆W 2 ∆W 3 ∆W 4 ∆W 5 ∆W 6 ∆W 7
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Figure 19. Qualitative results of the ablation study showcasing the reconstruction images for prompt “A [v]” after training LoRAs for
different block combinations of the SDXL Unet. Each cell (i, j) represents a specific block combination, with the diagonal representing
output generated by training a single block. Notably, cells (4, 5) demonstrate the most consistent and optimal reconstruction for content
and style, respectively

E. Additional Results

Our B-LoRA method focuses on three main applications:
image stylization based on image style references, text-
based image stylization, and consistent style generation. In
Figures 25 and 26, we present additional results generated

by our approach for image stylization based on image style
references. The columns represent the style reference im-
ages, while the rows correspond to the content reference
images. As discussed, our method demonstrates proficiency
in extracting content from style images (Figure 27) and ex-
tracting style from objects for object mixing tasks (Fig-
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Figure 20. Qualitative results of the ablation study showcasing the reconstruction images for prompt “A [v]” after training LoRAs for
different block combinations of the SDXL Unet. Each cell (i, j) represents a specific block combination, with the diagonal representing
output generated by training a single block. Notably, cells (4, 5) demonstrate the most consistent and optimal reconstruction for content
and style, respectively.

ure 28). In Figures 29 and 30, we provide qualitative re-
sults showcasing our method’s performance on randomly
selected objects and styles from our evaluation set. These
examples further highlight the robustness of our approach to
handling diverse content and style references. In Figure 31
we present additional qualitative results for text-based im-

age stylization. As discussed in the paper, by utilizing
only the learned B-LoRA weights capturing the content, our
method enables text-guided style manipulation while effec-
tively preserving the input object’s content and structure.
These results demonstrate the flexibility of our approach
in allowing challenging style manipulations through textual
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Content Style (1) (2) (3) Ours

Figure 21. Ablation study on the impact of different prompts for style transfer between objects. The first three columns use the prompts:
(1) “A [c1] in [c2] style”, (2) “A [c1] <obj1> in [c2] style”, (3) “A [c1] <obj1> in [c2] <obj2> style”, respectively. The fourth column
shows our method using the prompt “A [v]” without class names during optimization of ∆W 4 and ∆W 5. Our approach in the fourth
column better preserves the content object’s structure while effectively transferring the style from the other object.

guidance.
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Figure 22. On the left is the style-content input pair. On the right is quantitative control over style and content by altering the α parameter,
shown in white.
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Content Style
“playing

with a ball”
“catching
a frisbie”

“wearing
a hat”

“with a
crown”

Figure 23. While maintaining the stylistic characteristics of the style, our method effectively re-contextualizes the content object. Note that
our approach is capable of transferring the style from either a style or object reference image.

25



Content Style
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“sleeping”
“in a
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“driving
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Figure 24. While maintaining the stylistic characteristics of the style, our method effectively re-contextualizes the content object. Note that
our approach is capable of transferring the style from either a style or object reference image.
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Figure 25. Image stylization based on image style reference using B-LoRA, illustrating the performance on challenging content image
references. ©The paintings in the first three columns are by Judith Kondor Mochary.
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Figure 26. Image stylization based on image style reference using B-LoRA, illustrating the performance on challenging content image
references.
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Figure 27. Additional results generated using B-LoRA. Our method able to blend content and styles across different style images. Each
object in the (i, j) cell is created by combining the ∆W 4 of the i-th row with the ∆W 5 of the j-th column, while the diagonal represents
the reconstruction image. ©The paintings in the second and third columns (and rows) are by Judith Kondor Mochary.
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Figure 28. Additional results generated using B-LoRA. Our method able to blend content and styles across different objects. Each object
in the (i, j) cell is created by combining the ∆W 4 of the i-th row with the ∆W 5 of the j-th column, while the diagonal represents the
reconstruction image.
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Figure 29. Image stylization based on image style reference using B-LoRA for randomly selected objects and styles. ©The paintings in
the last two columns are by Judith Kondor Mochary.
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Figure 30. Image stylization based on image style reference using B-LoRA for randomly selected objects and styles.
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Gold”
“... Wood” “... Glass” “... Wool” “... Steel”

Figure 31. Text-based Image stylization using B-LoRA, generated using the prompt “A [v] made of ...”.
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